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Abstract:

This research deals with an efficient and low cost methodology to obtain a metric and photoreal stic survey of
a complex architecture.

Photomodeling is an already tested interactive approach to produce a detailed and quick 3D model
reconstruction.

Photomodeling goes along with the creation of a rough surface over which oriented images can be back-
projected in real time. Lastly the model can be enhanced checking the coincidence between the surface and
the projected texture.

The challenge of this research is to combine the advantages of two technologies already set up and used in
many projects. spherical photogrammetry (Fangi, 2007,2008,2009,2010) and structure for motion
(Photosynth web service and Bundler + CMVX2 + PMVR2).

The input images are taken from the same points of view to form the set of panoramic photos paying
attention to use well-suited projections. equirectangular for spherical photogrammetry and rectilinear for
Photosynth web service.

The performance of the spherical photogrammetry is already known in terms of its metric accuracy and
acquisition quickness but time is required in the restitution step because of the manual homol ogous point
recognition from different panoramas.

In Photosynth instead the restitution is quick and automated: the provided point clouds are useful
benchmarksto start with the model reconstruction even if lacking in details and scale.

The proposed wor kfl ow needs of ad-hoc tools to capture high resolution rectilinear panoramic images and
visualize Photosynth point clouds and orientation camera parameters. All of them are developed in VWV
programming environment.

3DSudio Max environment is then chosen because of its performance in terms of interactive modeling, UV
mapping parameters handling and real time visualization of projected texture on the model surface.
Experimental results show how is possible to obtain a 3D photorealistic model using the scale of the
spherical photogrammetry restitution to orient web provided point clouds.

Moreover the proposed research highlights how is possible to speed up the model reconstruction without
losing metric and photometric accuracy. In the same time, using the same panorama dataset, it picks out a
useful chance to compare the orientations coming from the two mentioned technologies (Spherical
Photogrammetry and Structure for Motion).

1. INTRODUCTION

This research tries to improve an already testedoagh for the metric and photorealistic reconsioancof a
complex architecture: the Interactive Image Basexdidling [1]. Photomodeling it is possible to produc
detailed and quick 3D surface reconstruction thaokeal time texture projection on model surfaces.

The challenge here is to combine the advantagdasvaftechnologies already set up and used in many
projects: Spherical Photogrammetry and Structurd/fation (SfM). (Figure 1)



The main difference with previous experiences $2hie type of planar photo used as input for tihd: &kre
the images are shots acquired by a developed MRsaing a high resolution frame of the entirejsab

Key points of the proposed research are: low-costrumentation, single operator, single PC, measure
accuracy, procedure speed, real time control ofékalt, high resolution photo-realistic textursisareable
output.

All the working phases are tested and optimizeaddk quickly with an ordinary pc.

Figure 1: More photogrammetric survey information in a singl®environment

2. INSTRUMENT AND PHOTO ACQUISITION

The input data for Spherical Photogrammetry areopanic images with equirectangular projection,
obtained by stitching different photos, taken fritr@ same point and rotating around a pivot (Fi@)re

It allows to work with high resolution images anadvh a large (complete if it's necessary) photog@ph
scene information.

The acquisition instruments are only a reflex ocar{€anon 60D, 18MPx, 50mm zoom lens-35mm.eq), a
long lens monopod bracket and a tripod. The headapted to have the camera nodal point in theeceiit
two rotation axis and so to create a panoramic.hiBad system guarantees a good stability, impordren

it's necessary to work with long exposure time lseaof poor illumination. A sharp image is deasiv
carrying out a SfM procedure: a bad acquisitioniogiact gives no results.
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Figure 2: Panoramic photo acquisition



Because of hardware limitations some images arneeesnto 10000x10000 px resolution. Software and
hardware restrictions are known problems in thigaech field; on the other hand they drive to ojztinthe
entire survey process.

3. SPHERICAL PHOTOGRAMMETRY SURVEY

The Spherical Photogrammetry [3,4,5,6,7,8] is paldrly suitable for architecture and archaeologtria
recording and characterized by a proved precisibe. Sp.Ph., making use of low-cost instrumentasiod
few steps allows to orient the acquired panorangacdain some shape primitives (.dxf format). (F&f)

Orientation and restitution procedures are marhahologous points are collected by the user onaniay
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Figure 3: Spherical Photogrammetry process

The 3D model scale is given trough a direct measuhde the reference system origin and the model
orientation are fixed by the user.

In this way Sp.Ph., gives the chance to have adgratx orientation of the images while the followiBiQ
point restitution remains time-consuming. In thisimal restitution lies the main problem for complex
architecture.

The reliability of the Sp.Ph. approach allows te itsas reference system to orient and scale tfaniog
SfM 3D models.

4. INTEGRATION METHODOLOGY

Complementing the 2 techniques it is possible tmkioe a large number of geometrical 3D information
(from SfM) with the Sp.Ph. precision.

The SfM [9,10,11,12] approach allows to recoveod8D models from scattered photos but not directly
suitable for photogrammetric use: we have no infdiom about scale and survey precision.

There are different available SfM tools. They carny a full automatic 3D reconstruction of subjeetsible
in more images by means of automated operatiomsge matching, camera calibration and dense point
cloud creation.

In this experience are tested two different SfMeolasools: Photosynth Web Service and SfM Toolkit
(Bundler+CMVS2+PMVS2). They are investigated by tleenparison between their point cloud results and
the lines or shapes coming from Sp.Ph. (Figure 4)

A good way to integrate different survey technigaed have a clear comparison is to visualize alfr#sults
in a unique 3D digital environment.

One research goal is to test the approach fletsibiliintegrating data from different survey tedumes, laser
scan data and direct survey measures when awil@ibkese in fact could be useful hints for a bddia
precision comparison.



. a) Photosynth + Sp.Ph. b) Bundler + PMVS2 +Sp.Ph.

Figure 4: Photogrammetric data visualization and managemeBDigraphic software

To make the comparison possible (SfM versus PhiSis.chosen to work with the same nodal poinghhi
resolution planar images of the entire subjecteaguired in laboratory from the same panorama ased
input for the Sp.Ph. process.

The idea of obtaining quickly these planar projmui come during a virtual navigation with experitaén
tools.

5. VR TOOLS TO CAPTURE HIGH RESOLUTION PLANAR PHOTO S FROM
EQUIRECTANGULAR PANORAMA

A VR tool [13] is created to have an interactiverigation of the high resolution spherical panorama.
The software is scalable and flexible, making guisesio develop a large number of functions.

It this case were developed plug-ins to automateltld spherical mapping and save the planar prajecti
visualized along (Figure 5).

In the same time other information about the walrtamera are stored, first of all the FOV (Figbye

The user can navigate and choose the frame to isagecommon image file format with a very high
resolution photo and 64Mpx.

The powerful render engine enables to visualizeaaitime render of 8096x8096 px max resolution.

This procedure minimize the image distortion accwydo two main reasons: the stitching softwaredpoes
undistorted images and the VR tool adds no persjgedistortion. This is confirmed by the only twarnera
parameters (Radial distortion: k1, k2) coming aatrf one of the two SfM processes used (Fig. 843, 8-

a) VR GUI: after the panorama and frae ae chosen) The nodal point of the (virtual) pinhole

with a mouse click is possible to save a very high camera is in the textured sphere centre
resolution shot

Figure 5: High resolution photo acquisition from sphericahpeaama
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Figure 6: High resolution images and their information
6. STRUCTURE FOR MOTION

6.1 Photosynth

Photosynth is the first software used to carry thé research. It is a user friendly web service to
automatically orient scattered photo making uséewf on line steps. Its Web interface allows ther uee
navigate a virtual scene where his oriented phatescombined with the produced point cloud. Lastly
camera calibration data and tie points are expavtddan additional software (SynthExport).

Different tests are fulfilled, but only two of theane reported hereafter (Figure 7).

First, 10 photos (4288x2848px) are acquired usingflax camera (Nikon D90, 12 Mpx). Then, 10 planar
projections are taken with the developed VR toal #ren only resized to 4096x4096px resolution tegi
the 2 tests similar starting input.

No additional information are required by Photosynt

It is interesting to focus on the parameters ofaladistortion stored in the exported calibraticatad (Figure
8): one order of magnitude differentiates commoaotpé from the VR shots.
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Figure 7: Experimental tests: from the photo set acquisitetine point clouds
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Figure 8: Parameters of Radial distortion from the export@ibcation data

An ad-hoc tool (Vedo.exe, Fangi and d’Annibalefiéveloped to convert only the point cloud comirarir
the second test (VR shots) from .ply to .dxf format

The model is then scaled and rototraslated acapridinthe same reference system used in the réstitut
from panorama.

Experimental results are visualized in the samekingrenvironment to underline how the SfM resuds(t
with a second image set) differs in terms of odénh from the restitution coming from the Sp.PiguFe 9
shows this comparison: Sp.Ph. results on thedestifution lines in red and panorama stationsé®eg) and
Photosynth outputs on the right (oriented pointdbin black and image stations in blue).
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Figure 9: Photosynth versus Sp.Ph. survey

6.2 SFM Toolkit (Budler+CMVS2+PMVS2)
Different open-source toolkit are available on welexploit fully automatic 3D image based reconsian.

Henri Astre, R&D Computer Vision Engineer, provides SFM Toolkit, available to be downloaded and
simply used as stand-alone application on Winddatgom.

SFM Toolkit contains different tools:

-BundlerFocalExtractor: to extract CCD width fromifEusing XML database
-BundlerMatcher: to extract and match feature uSiitisPU

-Bundler, created by Noah Snavely

-CMVS, Clustering Views for Multi-view Stereo credtby Yasutaka Furukawa
-PMVS2, Patch-based Multi-view Stereo Software ta@dy Yasutaka Furukawa.

As done previously with Photosynth, the same 2 @bet are tested: the first from digital camera sewbnd
from VR tool.

VR shots don’t have the Exif information used tér@st CCD width, but it is possible to pair thentwiheir
previously stored FOV info (Fig.6-a).

Starting from an existing model it is possible todify image Exif information by inserting the reist
image focal length values (35mm eq.) (Figure 10&)
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Figure 10: Exif info association and XML database update

It's necessary to update .XML data base adding v camera and its hypothetical sensor dimension
width.(Figure 10-c)

Problems with hardware engine and time-consumiabaghtions can be overcome by resizing the images:
max resolution of 5120x5120px is processed fothall9 images.

.ply files store the restitutions with the RGB infation associated with the point clouds (Figure 11
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c) First point cloud: 639.728 vertices d) Second point cloud: 1.089.854 vertices

Figure 11: Tests with their different results

Experimental results underline the performancehef proposed approach: the extracted point clouels ar
characterized by a good level of coverage, detailreise reduction.

Not so far from the feeling to have to deal witlager scanning.

To test the experimental results by the companigitin the Sp.Ph., again the second photo set isechads
shares the projection center with the oriented ganas (Figure 12).



Figure 12: Dense point clouds by VR and SFM toolkits comhorat

MeshLab environment is chosen to visualize and gg®dhe point cloud, because of its advanced mesh
processing system. Interesting is the chance gm atieshes taking into account variation in scdlés i
necessary for point clouds not collected direcyhal8D scanner device.

7. POINT CLOUD ORIENTATION AND MESH OPTIMIZATION

All the restitutions are oriented according to Reference System used in the Ph.Sp. (Figure 13).

The mesh is made up of 1500000 triangles, too n@ate handle in the graphic environment used tavdra
surfaces. Therefore the mesh is optimized trying toolose important information about the subject
geometry (Figure 14).
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a) Point cloud orientation according to some poiettituited by using the Sp.Ph. method

Figure 13: Point cloud orientation

a) High Poly Model: b) Optimized Model:
970333 Vertices, 44959 Vertices,
1552226 Faces 98662 Faces

Figure 14: Mesh optimization

Visualizing the results in a unique Reference Sgsieis possible to add visual control and underlin
differences between orientation camera paramedtagare 15).

The mesh from PMVS2 and the lines restitutied bpgithe Sp.Ph. approach are very similar: it'sidifit
to highlight differences without other kind of cooit



Figure 15: SFM and SP. Ph. geometrical survey in the samen®idomment

8. TEXTURE MAPPING AND IMAGE BASED MODELING

High resolution texture is a valid alternative teakly 3D geometric details, wasting hardware ressurc
Texture mapping is already known [2 ] to be possiblanks to the panorama orientation and UV mapping
parameters.

Because the center and the orientation of sphasiogction are note, a datasheet can be creatgtdmate
the UV mapping tiling and the offset computatiomng(ffe 16-a). The scene is so ready to perform spler
projections over any surface (Figure 16-b).

In particular the texture projection on the SFM mesveals a good fitting: it validates the experitaé
procedure and shows the possibility to use theaetdd mesh as good starting rough model to rediaw 3
surfaces.
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Figure 16: Orientation and UV spherical mapping

The mesh is so imported in the graphic environneriie a useful help to speed up the Interactivegéma
Based Modeling, devised to draw geometrical elemehtin architecture with the photogrammetric aaintr
The imported mesh can now be enhanced under thewef the photogrammetric geometric data and
texture mapped on the surface.

Real time rendering allows to visualize a photasgialtexture during the modeling phase (Figure 17)

This is a useful help to control the drawn georestri



a) PMVS2 mesh, Sp.Ph. lines and oriented b) Photorealistich texture with spherical mapping
panorama

Figure 17: Texture projection and mesh control

8. CONCLUSION

Experimental results show how is possible to spgednd geometrically check the Image Based Modeling
to obtain a 3D photorealistic model.

First, it is possible to take advantage of VR tomlsacquire high resolution shots and use themuto r
automatic reconstructions by means of SfM techragi®hotosynth web service and Bundler + CMVS2 +
PMVS2).

Resulting point clouds have good performance imseof coverage and accuracy and can be oriented in
accordance with the spherical photogrammetry cesstit.

Then, with the aim of building a 3D digital mod#ie mesh can be optimized, resized and importead in
graphic environment. Here it becomes a good rolheference to aid the modeling phase.

Image Based Modeling (Figure 18, 19) can in thig teke advantage of three different benchmarks:
-Restitutied data from Spherical Photogrammetry

-Optimized mesh from Bundler+PMVS2

-High Resolution Texture Projected on surface.

Step by step, the combination of these three nefere drives the modeler towards a photorealstic
description of a complex architecture, without iagsn quickness and hardware performance.



Figure 18: Image Base Modeling of some elements

In each working phase, thanks to innovative int&racsystems, the outputs allow efficient real time
visualizations of the complex architectural model.

The performance of the proposed photogrammetis te@burs testing and investigation.

Lastly, using the same panorama dataset, the pedpossearch picks out a useful chance to make
comparison between Spherical Photogrammetry andct8te for Motion in terms of orientations and
accuracy.

Moreover the research underlines how this comhonatillows to speed up the interactive Image Based
Modeling, taking advantage of a correct image aagon (Spherical Photogrammetry) and a large etech
point cloud as geometric reference.

Figure 19: Low Poly Model with high resolution texture
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